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Abstract

The sub-grid-scale parameterization of clouds is one of the weakest aspects of weather and climate modeling today, and
the explicit simulation of clouds will be one of the next major achievements in numerical weather prediction. Research
cloud models have been in development over the last 45 years and they continue to be an important tool for investigating
clouds, cloud-systems, and other small-scale atmospheric dynamics. The latest generation are now being used for weather
prediction. The Advanced Research WRF (ARW) model, representative of this generation and of a class of models using
explicit time-splitting integration techniques to efficiently integrate the Euler equations, is described in this paper. It is the
first fully compressible conservative-form nonhydrostatic atmospheric model suitable for both research and weather pre-
diction applications. Results are presented demonstrating its ability to resolve strongly nonlinear small-scale phenomena,
clouds, and cloud systems. Kinetic energy spectra and other statistics show that the model is simulating small scales in
numerical weather prediction applications, while necessarily removing energy at the gridscale but minimizing artificial dis-
sipation at the resolved scales. Filtering requirements for atmospheric models and filters used in the ARW model are
discussed.
� 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Efforts to simulate small-scale atmospheric flows where nonhydrostatic effects are important, such as eddies
in the atmospheric boundary layer (ABL) having length scales of order a few kilometers or less, and deep con-
vective clouds that can span the depth of the troposphere, are coincident with both the development of com-
putational fluid dynamics and the evolution of computer technology. In the early 1960s, Lilly [22] performed
simulations of ABL vortices and convective clouds using a time- and space-centered (leapfrog) integration
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scheme for the fully compressible 2D Euler equations. From that time to the present day, atmospheric mod-
elers simulating small-scale motions have confronted a similar set of issues that can be categorized in two
general (and overlapping) areas – how to formulate efficient solvers for small-scale nonhydrostatic low-
Mach-number stratified flow, and how to model energy dissipation within these solvers. The lessons learned
in these 40+ years of development have increasingly important applications outside the ongoing research sim-
ulation needs because these advances are now being brought to bear in operational numerical weather predic-
tion. Presently, numerical simulations used to produce operational weather forecasts are being run with
horizontal grid-spacings of a few kilometers and they are beginning to explicitly represent small-scale (nonhy-
drostatic) motions such as convective clouds.

We describe the formulation of a version of the Weather Research and Forecasting (WRF) Model called
the Advanced Research WRF (ARW) in this paper. The ARW model represents the latest developments fol-
lowing a particular modeling approach that uses time-splitting techniques to efficiently integrate the fully com-
pressible nonhydrostatic equations of motion. While the general approach described here was developed
originally for cloud models [19], it is applicable to larger scales and has been used in a number of nonhydro-
static numerical weather prediction (NWP) models (e.g. MM5 [10], LM [8], COAMPS [14], ARPS [45]). We
begin in Section 2.1 by briefly outlining the most popular approaches to designing nonhydrostatic atmospheric
flow solvers, followed by a description of the ARW solver’s continuous equations (Section 2.2), temporal dis-
cretization (Section 2.3) and spatial discretization (Section 2.4).

Atmospheric flow solutions do not converge in a strict sense; the model grid spacing is Dx � O(km) but the
Kolmogorov scale is � O(cm), hence finer structures always appear with increasing resolution. Resolving these
small structures is often the primary reason for increasing spatial resolution, thus an important aspect of a
solver is its ability to correctly represent structures at the resolution limits (approximately 6Dx–10Dx for grid-
point models). Hence in designing atmospheric models we seek to maintain accuracy and minimize artificial
dissipation at the resolved scales while removing energy at the gridscale. In Section 3.1 we present results from
the ARW model using idealized flow test cases, for which converged solutions exist, and we examine solver
performance as the resolution is decreased and the main structures are only marginally resolved. Following
this, simulations of observed severe weather events (Section 3.2) demonstrate the ability of the ARW model
to capture important NWP phenomena, in this case tornadic thunderstorms and 2005 Hurricane Katrina. In
Section 3.3 we examine some statistics of high-resolution ARW NWP forecasts demonstrating the energetics
of the model, the changing dynamical nature of atmospheric flow from synoptic scales to cloud scales, and
model filter performance. Section 3.4 contains a further discussion of model filtering. A summary is presented
in Section 4.

2. ARW model formulation

2.1. Modeling approaches

Atmospheric flow solvers produce spatial and temporal integrations of the Euler equations, and accurate
solutions for time-evolving flows (as opposed to steady state solutions) are of utmost importance for NWP
and most research applications. The modes of meteorological interest in the Euler equation solutions are rel-
atively slow – they rarely exceed Mach numbers of approximately 1/3 (for example, in the jet stream). The fast
modes in the solutions are the acoustic modes and they contain no significant energy or amplitude relative to
the meteorological modes of interest. Unfortunately, the acoustic modes present a significant timestep restric-
tion in explicit time-integration methods.

Over the last 30 years three approaches have been used to circumvent the acoustic-mode timestep restric-
tion. One class of approaches directly filters the acoustic modes from the continuous equations, and they are
generically referred to as anelastic approximations. The first anelastic equation set was introduced by Ogura
and Phillips [28]. This class of approximations is discussed in detail in [11] and references therein. These
approaches work well in some flow regimes but may introduce errors in others [6]. Computationally, the
approximations result in the need to solve a 3D Poisson equation each timestep. A second approach to cir-
cumvent the acoustic-mode restriction is to treat the acoustic modes implicitly in the time integration. These
solvers, called semi-implicit, treat the time integration of the non-acoustic modes in an explicit manner and,
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when combined with the implicit treatment of the acoustic modes, require the solution of a 3D Helmholtz
equation each timestep. The method was first used in a cloud model by Tapp and White [40]. To further
relax the integration timestep constraint, the semi-implicit treatment of acoustic and gravity wave modes
has been combined with a Lagrangian treatment of advection during each timestep. The semi-Lagrangian
formulation adds significant computational expense that is typically offset by using a large timestep (where
Courant numbers are significantly greater than unity). The need to solve a multidimensional Helmholtz
problem each timestep is a drawback of the method, and the methods are usually only stable in first order
time-integration schemes (the Crank–Nicholson centered implicit discretization of the acoustic terms is often
forward weighted to stabilize the full time-integration scheme). Examples of a model of this type are the
semi-implicit semi-Lagrangian model (e.g. [3,38]). These approaches have proven very effective in global
models, where the converging longitude lines at the poles would impose severe restrictions on timesteps used
in an explicit model with a latitude-longitude grid. For cloud and mesoscale applications, however, time
steps required to properly represent important features are typically comparable to those used in explicit
time integration schemes [2].

Given the drawbacks of filtering acoustic modes from the continuous equations and in constructing solvers
using semi-implicit formulations, we have chosen to use time-splitting methods to efficiently solve the full
Euler equations. The time-splitting methods involve integrating terms associated with the acoustic modes with
smaller timesteps than those associated with the meteorologically significant (low frequency) modes. The
methods maintain much of the simplicity of fully-explicit solvers and have proven more efficient than semi-
implicit methods for limited-area NWP applications (i.e. maximum Mach numbers �1/3; [41]) although
semi-implicit methods may be more efficient for very low Mach number flows found in some research appli-
cations. High-order time and space discretizations can also be easily implemented within the splitting methods.
Being explicit, the solvers are Courant-number limited, hence they have found their greatest use in limited area
NWP (where only a portion of the globe is covered with a grid that is relatively isotropic) where the pole prob-
lems associated with the latitude-longitude discretization do not exist.
2.2. Continuous equations

2.2.1. Euler equations using a hydrostatic pressure vertical coordinate

The continuous equations solved in the ARW model are the Euler equations cast in a flux (conservative)
form where the vertical coordinate, denoted as g, is defined by a normalized hydrostatic pressure (or mass)
following Laprise [20]:
g ¼ ðph � phtÞ=l where l ¼ phs � pht; ð1Þ

where ph is the hydrostatic component of the pressure, and phs and pht are the values for the dry atmosphere at
the surface and top boundaries, respectively. Following common practice, we set pht = constant. g decreases
monotonically from a value of 1 at the surface to 0 at the upper boundary of the model domain. This coor-
dinate definition proposed by Laprise, and depicted in Fig. 1, is the traditional r coordinate used in many
hydrostatic atmospheric models.

Using this vertical coordinate, the flux form equations are expressed as:
Ut þ ðr � VuÞ þ Pxðp;/Þ ¼ F U ; ð2Þ
V t þ ðr � VvÞ þ Pyðp;/Þ ¼ F V ; ð3Þ
W t þ ðr � VwÞ þ Pgðp; lÞ ¼ F W ; ð4Þ
Ht þ ðr � VhÞ ¼ F H; ð5Þ
lt þ ðr � VÞ ¼ 0; ð6Þ
/t þ l�1½ðV � r/Þ � gW � ¼ 0; ð7Þ
ðQmÞt þ ðr � VQmÞ ¼ F Qm

; ð8Þ
where l(x,y) represents the mass of the dry air per unit area within the column in the model domain at (x,y),
hence the flux form variables are defined as
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Fig. 1. Schematic of the terrain following r coordinate.
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U ¼ lu=m; V ¼ lv=m; W ¼ lw=m; X ¼ l _g=m;
where m is a map-scale factor that allows mapping of the equations to the sphere (see [13]) and is given
as
m ¼ ðDx;DyÞ
distance on the earth

:

The velocities v = (u,v,w) are the physical velocities in the two horizontal and vertical directions, respectively,
x ¼ _g is the transformed ‘vertical’ velocity, and h is the potential temperature. Qm ¼ lqm; Qm ¼ Qv;Qc;Qi; . . .,
represent the mass of water vapor, cloud, rain, ice, etc., and q* are their mixing ratios (mass per mass of dry
air). We also define non-conserved variables / = gz (the geopotential), p (pressure), and a = 1/q (the specific
volume) that appear in the governing equations. ad refers to the specific volume of the dry air, and a is the
specific volume including all moist species, i.e. a ¼ adð1þ qv þ qc þ qi � � � Þ

�1.
To close the system, we use the diagnostic relation for the specific volume (that is, the hydrostatic relation

for dry air)
/g ¼ �adl; ð9Þ
and the moist equation of state
p ¼ p0ðRdhð1þ ðRd=RvÞqvÞ=p0adÞc; ð10Þ
where c ¼ cp=cv ¼ 1:4 is the ratio of the heat capacities for dry air, Rd is the gas constant for dry air, and p0 is a
reference pressure (typically 105 Pa).

In this paper x, y, g and t subscripts denote partial differentiation, and
r � Va ¼ m2½ðUaÞx þ ðVaÞy � þ ðXaÞg;
V � ra ¼ m2½Uax þ Vay � þ mXag;
where a represents a generic scalar variable. The pressure gradient terms in (2)–(4) are given by
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Pxðp;/Þ ¼ ða=adÞ½�oxðp/gÞ þ ogðp/xÞ�j;
Pyðp;/Þ ¼ ða=adÞ½�oyðp/gÞ þ ogðp/yÞ�;
Pgðp; lÞ ¼ �gm�1½ða=adÞpg � l�:
The right-hand-side (RHS) terms FU, FV, FW, FH and F Qm
represent forcing terms arising from model physics,

turbulent mixing, spherical projections, the earth’s rotation, and moist physics and are described in detail in
[33].

We have chosen to use a conservation equation for the dry air (6) so that no source terms appears in it. All
the prognostic Eqs. (2)–(8) are cast in conservative form except for (7) which is the material derivative of the
definition of the geopotential. This equation could be cast in flux form but we find no advantage in doing so
since l/ is not a conserved quantity. We could also use a prognostic pressure equation in place of (7) [20], but
pressure is not a conserved variable and we could not use a prognostic pressure equation together with the
conservation equation for H (5) because they are linearly dependent. Additionally, prognostic pressure equa-
tions have the disadvantage of possessing a mass divergence term multiplied by a large coefficient (propor-
tional to the square of the sound speed) that makes spatial and temporal discretization problematic. It
should be noted that the relation for the hydrostatic balance (9) does not represent a constraint on the solu-
tion, rather it is a diagnostic relation that formally is part of the coordinate definition. In the hydrostatic coun-
terpart to the nonhydrostatic equations, the vertical momentum equation (4) is replaced by ða=adÞpg ¼ l.

2.2.2. Perturbation formulation

The earth’s atmosphere is strongly stratified and it is in approximate hydrostatic balance. In order to reduce
truncation errors in the horizontal pressure gradient calculations in the discrete solver, in addition to reducing
machine rounding errors in the vertical pressure gradient and buoyancy calculations, we recast the thermo-
dynamic variables into a reference profile plus a perturbation: p ¼ �pð�zÞ þ p0, / ¼ �/ð�zÞ þ /0 ¼ g�zþ gz0,
a ¼ �að�zÞ þ a0, and l ¼ �lðx; yÞ þ l0. The reference profile is in hydrostatic balance. Because the g coordinate
surfaces are generally not horizontal, the reference profiles �p; �/; and �a are functions of (x,y,g). At the model
top (g = 0), pðx; y; 0Þ ¼ pht ¼ �pð�zÞ, and p0ðx; y; 0Þ ¼ 0. With the introduction of the perturbation variables, the
pressure gradient operators are redefined as
Pxðp0; a0;/0; l0Þ ¼ ðlap0x þ la0�pxÞ þ ða=adÞðl/0x þ p0g/x � l0/xÞ;
Pyðp0; a0;/0; l0Þ ¼ ðlap0y þ la0�pyÞ þ ða=adÞðl/0y þ p0g/y � l0/yÞ;
Pgðp0; l0Þ ¼ �m�1gða=adÞ½p0g � �ldðqv þ qc þ qrÞ� þ m�1l0g;

ð11Þ
and the hydrostatic relation for dry air (9) becomes
/0g ¼ ��la0d � adl
0
d: ð12Þ
Eqs. (2)–(8), using the perturbation formulation (11) and (12), form the basis for the discrete solver.
2.3. Temporal discretization

2.3.1. Overview of the Runge–Kutta time integration

Most time-split nonhydrostatic NWP models (e.g. ARPS, COAMPS, MM5, LM) use a leapfrog time dis-
cretization for the slow modes, and dissipation terms are commonly integrated forward in time (see [35]).
Many semi-implicit models also use leapfrog time integration for the explicit (slow-mode) terms, although
a number of these have switched to forward-in-time integration schemes. In the ARW model, we use an ori-
ginal third-order Runge–Kutta type scheme (RK3) developed in [44] as the basis for the time-split scheme. The
RK3 scheme is not a standard Runge–Kutta scheme per se because, while it is third-order accurate for linear
equations, it is only second-order accurate for nonlinear equations [31]. The scheme is, however, more easily
adaptable for stable time-splitting than other Runge–Kutta variants we have examined.

The RK3 scheme circumvents three problems inherent in the leapfrog scheme. First, while the leapfrog
scheme is second-order accurate, the scheme requires temporal filtering to prevent decoupling of the timesteps
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which reduces the accuracy to first order. The RK3 scheme does not require this filtering. Second, the leapfrog
scheme possesses large phase errors compared to the RK3 scheme. Third, the RK3 scheme allows both neutral
and dissipative (upwind-biased) spatial discretizations for advection, whereas leapfrog is stable only for cen-
tered (neutral) operators [35].

Defining the prognostic variables in the ARW solver as ðU ¼ ðU ; V ;W ;H;/0; l0;QmÞÞ and the model equa-
tions as Ut = R(U), the RK3 integration takes the form of three steps to advance a solution UðtÞ to Uðt þ DtÞ:
U� ¼ Ut þ Dt
3

RðUtÞ; ð13Þ

U�� ¼ Ut þ Dt
2

RðU�Þ; ð14Þ

UtþDt ¼ Ut þ DtRðU��Þ; ð15Þ
where Dt is the time step for the low-frequency modes (the model time step), and superscripts denote time
levels. With respect to the ARW equations, the time derivatives Ut are the partial time derivatives (the left-
most terms) in Eqs. (2)–(8), and R(U) are the right-hand side terms in (2)–(8) in addition to the advection
terms.

2.3.2. Time-split acoustic-mode integration

The high-frequency acoustic modes are meteorologically insignificant [28] and would severely limit an expli-
cit RK3 time step Dt. To circumvent this time step limitation we use a time-split version of the RK3 scheme
[44]. The time-splitting technique involves integrating terms associated with acoustic modes with smaller time-
steps than the low-frequency (meteorologically significant) modes. Within the small timestep integration,
terms associated with horizontally propagating modes are integrated explicitly, while terms associated with
vertically propagating modes are integrated implicitly. The implicit integration component alleviates the
severe Courant number restriction, arising from vertically propagating acoustic modes when using grids with
large aspect ratios Dx=Dz, at the cost of a simple tridiagonal matrix inversion.

We integrate a perturbation form of the governing equations on the smaller acoustic time steps within the
RK3 large-time-step sequence in order to increase the accuracy of the splitting [17]. To form the perturbation
equations, we follow [17] and define small time step variables that are deviations from the most recent RK3
predictor (denoted by the superscript t*) and representing either Ut, U*, or U** in (13)–(15):
V00 ¼ V� Vt� ; X00 ¼ X� Xt� ; H00 ¼ H�Ht� ;

/00 ¼ /0 � /0t
�
; a00d ¼ a0d � a0t

�

d ; l00 ¼ l0 � l0t
�
:

The hydrostatic relation (i.e., the vertical coordinate definition) becomes
a00d ¼ �
1

lt�
/00g þ at�

d l00
� �

: ð16Þ
To achieve a linear implicit system for the vertically propagating acoustic modes, we introduce a version of the
equation of state that is linearized about t*:
p00 ¼ c2
s

at�
d

H00

Ht� �
a00d
at�

d

� l00

lt�

� �
; ð17Þ
where c2
s ¼ cpt�at�

d is the square of the sound speed. By combining (16) and (17), the vertical pressure gradient
can be expressed as:
p00g ¼ ðC/00gÞg þ
c2

s

at�
d

H00

Ht�

� �
g

; ð18Þ
where C ¼ c2
s=l

t�at�2
. Given the time-scales of the meteorological modes, this linearization is sufficient to main-

tain the overall accuracy of the solver.
The perturbation variables, along with (18), are substituted into the prognostic equations and lead to the

acoustic time-step equations:
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dsU 00 þ Pxðp00; a00;/00; l00Þs ¼ �r � ðVuÞt
�
� Pxðp0; a0;/0; l0Þt

�
þ F U ; ð19Þ

dsV 00 þ Pyðp00; a00;/00; l00Þs ¼ �r � ðVvÞt
�
� Pyðp0; a0;/0; l0Þt

�
þ F V ; ð20Þ

dsl
00 þ r � V00sþDs ¼ �r � Vt� ; ð21Þ

dsH
00 þ r � ðVsþDsht� Þ ¼ �r � ðVhÞt

�
þ F H; ð22Þ

dsW 00 þ P00gð/
00;H00; l00Þs ¼ �r � ðVwÞt

�
� Pgðp0; l0Þt

�
þ F W ; ð23Þ

ds/
00 þ 1

lt�
mX00sþDs/g � gW 00s
h i

¼ �l�1 V � r/� gW½ �t
�
; ð24Þ
where
P00g /00;H00; l00ð Þ ¼ �m�1g ða=adÞt
�
ðC/00gÞg þ

c2
s

at�
H00

Ht�

� �
g

" #
� l00

" #
:

The RHS terms in (19)–(24) are fixed for the acoustic steps that comprise the time integration of each RK3
sub-step (13)–(15). The acoustic step equations utilize the discrete acoustic time-step operator defined as
dsa ¼
asþDs � as

Ds
;

where Ds is the acoustic time step, and an acoustic time-step averaging operator is defined as
�as ¼ 1þ b
2

asþDs þ 1� b
2

as;
where b is a user-specified off-centering parameter. Eqs. (23) and (24), with the time-averaged terms, comprise
the vertically implicit acoustic mode integration. The off-centering parameter b will forward center the time
average as is the common approach in 3D semi-implicit nonhydrostatic models. Here, the off-centering is ap-
plied over smaller acoustic timesteps and does not degrade the formal accuracy of the solver.

The integration over the acoustic time steps proceeds as follows. Beginning with the small time-step vari-
ables at time s, (19) and (20) are stepped forward to obtain U 00sþDs and V 00sþDs. Both l00sþDs and X00sþDs are then
calculated by advancing (21). This is accomplished by first integrating (20) vertically from the surface to the
material surface at the top of the domain, which removes the ogX

00 term such that
dsl
00 ¼ m2

Z 0

1

ðU 00 þ Ut� Þx þ ðV 00 þ V t� Þy
h isþDs

dg:
After computing l00sþDs, X00sþDs is recovered by vertically integrating (21) to recover X00. Eq. (22) is then stepped
forward to calculate H00sþDs. The forward integration of the horizontal momentum equations (19) and (20),
followed by the backward integration of the continuity equation (21) and the thermodynamic equation
(22), constitute the explicit forward–backward integration scheme of Mesinger [25]. Following this explicit
integration, (23) and (24) are combined to form a vertically implicit equation that is solved for W 00sþDs subject
to the boundary conditions W 00 ¼ V00 � rh at the lower boundary z ¼ hðx; yÞ and p0 ¼ 0 along the model top.
/00sþDs is then obtained from (24) and p00sþDs and a00sþDs

d are recovered from (16) and (17).
The acoustic-integration equations (19)–(24) and the integration sequence just described represent a specific

splitting of the equations and LHS terms. The splitting is not arbitrary, it is derived from a careful examina-
tion of the dispersion relation for the acoustic and gravity waves as described in [17]. Additionally, the small-
timestep acoustic integration incorporates the gravity wave terms. The gravest gravity-wave mode is the
external mode which propagates at speeds similar to the acoustic modes, hence handling these modes on
the acoustic step is necessary [17].
2.3.3. Full time-split integration scheme

The RK3 time-step integration sequence, including the acoustic substeps, is depicted in Fig. 2. In the inte-
gration n represents the number of acoustic time steps for a given substep of the RK3 integration and ns is the
ratio of the RK3 time step to the acoustic time step for the second and third RK3 substeps. Model physics
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(processes not contained within the Euler equations) and sub-grid processes (e.g. turbulence that is part of the
Euler equation solutions but is not resolved on a given grid) are integrated within the RK3 time integration
(using a forward time step, i.e., step (1)) or the RK3 time integration if higher temporal accuracy is desired,
i.e., in step (2) – implying a physics evaluation every RK3 substep, or external to it using additive time-split-
ting, i.e., step (9). Note that within the first RK3 substep, a single acoustic time step is used to advance the
solution regardless of ns. Within the full RK3-acoustic time-split integration, this modified acoustic time step
does not impose any additional stability constraints [44].

The major costs in the model arise from the evaluation of the right-hand side terms in (19)–(24). The effi-
ciency of the RK3 time-split scheme arises from the fact that the RK3 time step Dt is much larger than the
acoustic time step Ds, hence the most costly evaluations are only performed in the less-frequent RK3 steps.

2.4. Spatial discretization

2.4.1. Grid structure and basic spatial discretization

The spatial discretization for the ARW model is performed on a staggered C-grid as shown in Fig. 3. This
staggering is used in most nonhydrostatic NWP and research models (e.g. ARPS [45], COAMPS [14], RAMS
[30], LM [8], GEM [46], MC2 [3], UKMO Unified Model [38], JMA Nonhydrostatic model [32]) because it
provides the most accurate representation of gravity waves (horizontally divergent modes [26]). Unstaggered
grids are also used in nonhydrostatic models. An unstaggered grid admits the possibility of null modes in the
solution (e.g. the decoupling of the odd and even gridpoint pressure values). However, it is used in some mod-
els because it simplifies semi-Lagrangian formulations [39] by allowing for a single advective formulation for
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Fig. 3. Horizontal (left) and vertical (right) staggering for the C-grid.
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all variables. Other staggerings are used in hydrostatic large-scale models that provide for higher accuracy in
the rotational modes [26]. In nonhydrostatic model applications the Rossby numbers are large for the small
scales and increased accuracy for the rotational modes is not needed. The C-grid staggering allows for a dis-
cretization of the pressure gradient and divergence terms across a single grid interval without any averaging,
achieving a highly accurate second-order difference. The timestep constraint associated with a one-grid-inter-
val gradient operator is relaxed by a factor of 2 with the use of the explicit forward–backward acoustic-mode
integration outlined in the previous section.

2.4.2. Advection (flux divergence) discretization

While the spatial discretization of the pressure gradient and divergence terms is second order and centered, the
advection (flux divergence) terms are discretized using selectable second through sixth-order operators as given
in [15] (we comment on the rational for the mixed approximation in the next section). The discrete flux diver-
gence operators can be illustrated by considering the flux divergence operator for a scalar q in its discrete form:
r � Va ¼ m2½dxðU�qxadvÞ þ dyðV �qyadvÞ� þ mdgðX�qgadvÞ:

The discrete operator dx is defined as
dxðU�qxadvÞ ¼ Dx�1½ðU�qxadvÞiþ1=2 � ðU�qxadvÞi�1=2�:
The different order advection schemes correspond to different definitions for the operator �qxadv . For illustrative
purposes, the sixth and fifth-order operators are
sixth order : ð�qxadvÞi�1=2 ¼
37

60
ðqi þ qi�1Þ �

2

15
ðqiþ1 þ qi�2Þ þ

1

60
ðqiþ2 þ qi�3Þ;

fifth order : ð�qxadvÞi�1=2 ¼ ð�qxadvÞ6
th

i�1=2 � signðUÞ 1

60
½ðqiþ2 � qi�3Þ � 5ðqiþ1 � qi�2Þ þ 10ðqi � qi�1Þ�;
where the scalar q in these operators correspond to the latest predictors (Ut, U* or U**) in the RK3 scheme
(13)–(15). The even-order advection operators are spatially centered and thus contain no implicit diffusion out-
side of the damping inherent in the RK3 time integration. The odd-order operators are upwind-biased, and the
spatial discretization is inherently diffusive. As is evident in the formulation, the odd-order operators are com-
prised of the next higher (even) order centered operator plus an upwind term that, for a constant transport
mass flux, is a diffusion term of the next higher (even) order with a hyper-viscosity proportional to the Courant
number. Also in the RK3 implementation, the 3D time-dependent advection discretization is fully third order
in both time and space even though the advection operators are applied along gridlines; the higher-order cross-
derivative terms in the Taylor series expansion are picked up through the multiple RK3 substeps. The order of
accuracy is, however, only formally third order for constant U; for non-constant velocities the scheme is only
second-order accurate. Further details concerning RK3 advection can be found in [44,15].
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3. Model performance

In designing solvers we wish to maximize solver efficiency, that is, maximize the solution accuracy for a
given computational expense or minimize the computational expense for a required accuracy. This requires
the ability to objectively measure solution accuracy for relevant applications of the solver, and a problem
we encounter when testing models is that the model solutions for our applications do not converge – spatial
grid refinement leads to the appearance of smaller-scale features in the flow. Indeed, the reason for increasing
resolution in our applications is often to explicitly resolve these newly appearing smaller-scale features. This
non-convergence is the result of the solvers’ sub-grid models for turbulence and other parameterized physics
not explicitly contained in the Euler equations. Thus, while higher-order convergence in a solver might be a
desired feature in some fluid-flow solver applications, the ability of a solver to resolve fine-scale structure (rel-
ative to the mesh) is the most important aspect of solver performance in NWP and small-scale atmospheric
simulations. In this regard it should be appreciated that the large-scale features are well-resolved with any rea-
sonable discretization, even a low-order one.

The most efficient solvers we have been able to develop have used higher-order discretizations in
selected parts of the solver design. Specifically, we have found that it is most advantageous to use a
high-order transport (advection) scheme in the solver. Conversely, we have found that approximations
higher than second-order for centered discretization over one grid interval in other parts of the solver
(e.g., the pressure gradient terms) do not appreciably improve the representation of the small scales fea-
tures in the solutions.

We are using a split-explicit time integration scheme, and we make selective use of high order approxima-
tions in transport and aspects of the time integration scheme because we believe they maximize efficiency and
are robust. Other aspects of the solver design are influenced by our applications. We are using an equation set
cast in conservative (flux) form because of our desire to numerically conserve first order quantities such as
mass, entropy, and scalars (following Ooyama [29]) and because many applications require conserving solvers,
such as air quality applications and atmospheric chemistry. Most existing cloud and mesoscale models do not
exactly conserve anything, even mass (e.g., MM5, ARPS, COAMPS, LM, and most semi-Lagrangian semi-
implicit formulations [39]), in part because it has not been obvious how to design efficient and robust conser-
vative formulations. These models have performed adequately because conservation is not important in most
applications for which they are used. We believe the use of conservative continuous and discrete equations,
and the use of high-order temporal integration and advection (the RK3 scheme and high-order upwind-biased
advection), represent the major advances in the ARW model from the preceding generation of models (MM5,
ARPS, COAMPS, LM, etc.).

With these points in mind, the test results presented in this section are designed to illustrate the ability of the
ARW model to resolve structures at the limit of its resolution capabilities, and to determine the resolution
limits. Although there are no standard test suites for nonhydrostatic atmospheric models, a number of linear
and fewer nonlinear analytic solutions, and some converged numerical solutions, have been used to evaluate
their robustness and accuracy as fluid flow solvers. For example, there are a number of linear steady-state
mountain-wave solutions describing stratified flow over some topographic feature (see [12] and references
therein). However, for small-scale (nonhydrostatic) atmospheric flow and for high-resolution NWP, the flows
of interest are highly nonlinear and transient, thus many standard tests have little relevance to research and
NWP needs. Consider cloud simulations. Clouds represent strongly nonlinear, transient flow features that are
discontinuous at the cloud/clear air interface. The modeling of deep convective clouds, and the interaction
between these clouds and the larger-scale environment, is an active area of research and is producing results
that will be used in operational NWP in the very-near future. We do not have any analytic solutions for these
strongly nonlinear, transient flows.

3.1. Gravity current test case

The test case described in Straka et al. [37] for a nonlinear density current simulation has been widely used
for nonhydrostatic model intercomparison. By employing a constant fixed eddy viscosity in a second-order
mixing formulation, converged numerical solutions can be computed. The complete configuration for the
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2D test case is described in Straka et al., where results for 14 different solvers are presented. Results for this
test case from an early advective-form of the RK3 time-split model are presented in [44].

Fig. 4 is a plot of the potential temperature field from the ARW model that can be compared with the
results shown in [12,44]. The results produced by the flux (conservative) form ARW model are similar to those
produced by the advective form model presented in [44]. The models both show approximately third-order
convergence for this problem and both show the greater accuracy of the high-order solver (third-order
RK3 time integration and fifth-order advection) compared to lower order solvers (see also [44], and compare
both with solutions from other models given in [37]).

The Dx = 50 m solution shown in the figure is essentially converged for this case, and the converged solu-
tion is very similar to other published solutions (the constant pressure upper boundary condition differs from
the rigid lid upper boundary condition used in most of the other solutions leading to the small differences
among the solutions – see [37] for further discussion of converged-solution differences). As expected, coarsen-
ing of the grid leads to a degradation of the solution. Significant dissipation produced by the fifth-order advec-
tion scheme is evident in the simulations depicted in the left column in the Dx = 400 m solution. The solutions
produced using the second-order centered scheme, depicted in the right column of Fig. 4, show significant deg-
radation of the solution even at Dx = 100 m (compare the Dx = 50 m and 100 m eddy structure), whereas the
ARW solutions computed using the fifth-order advection scheme on the Dx = 50 m and 100 m are almost
indistinguishable.

In order to examine phase errors, a constant horizontal wind is used in the initial state to translate the solu-
tion. Fig. 5 shows the second and fifth-order advection solutions using an initially uniform horizontal wind.
Both the left and right moving gravity currents are shown in the plots and the solution should be symmetric
about the translating centerline. Larger phase errors are evident in the solution computed using second-order
advection on both 100 m and 200 m grids compared with the fifth-order advection on the 200 m grid.

The larger phase errors and associated lack of symmetry, and the obvious lower accuracy of the second-
order advection scheme compared with the fifth-order scheme, has led us to adopt the higher order scheme
in our ARW applications. Additionally, in these tests we have used the RK3 time-integration scheme; simu-
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lations using leapfrog would exhibit increased phase errors. We have also experimented with higher-order
approximations in other parts of the model, including the pressure gradient terms in the momentum equations
and the mass divergence operator in the continuity equation. We have not found a significant improvement in
solution accuracy using these higher order approximations for marginally resolved features such as the gravity
current simulations we present here on the Dx = 200 m and 400 m grids.

3.2. NWP tests: convection-permitting simulations

Over the past several years, nonhydrostatic NWP models have been tested using grid spacings where deep
unstable convection is explicitly simulated, that is, a parameterization of deep convective clouds and their
effects (a sub-grid model of deep convection, typically referred to as a convective parameterization) is not used.
Deep convection is a crucial component of many important atmospheric phenomena (hurricanes, mid-latitude
squall-lines, tornadic storms, tropical cloud clusters, etc.) and an explicit representation of deep convective
clouds includes the explicit effect of vertical wind shear on developing clouds and cloud systems. Wind shear
plays a crucial role in determining the structure, organization and propagation characteristics of convective
clouds and cloud systems, and in the severity of the resulting weather. This critically important effect is miss-
ing in convective parameterizations and, likewise, in operational NWP models that use convective
parameterization.

We have participated in NWP testing of the ARW model at NCAR, where daily 36 h forecasts have been
produced for the spring and summer convective season over the central United States, starting in 2003, using a
grid with Dx = 4 km [9]. This grid spacing is near the upper bound of grid spacings at which explicit simula-
tions of deep convection appear to be feasible [43].

Fig. 6 shows the radar reflectivity for a line of supercell thunderstorms observed at 23 UTC 30 May 2003
along with the 23 h forecast reflectivity from the ARW model valid at that time that was produced as part of
the real-time forecast tests [9]. The radar reflectivity for the simulation is diagnosed from the predicted rain,
snow, ice and graupel species. These isolated severe storms produced 30 confirmed tornadoes as the line of
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storms passed through Wisconsin and Illinois, propagating from the west to the east at approximately 18 m/s.
The forecast is notable because it predicted a line of strong isolated cells propagating at approximately the
same speed as observed with only a small phase error. At present, most operational NWP models do not
explicitly simulate individual convective cells, rather, convective parameterizations are used. The parameter-
Fig. 6. A line of supercells thunderstorms at 23 UTC 30 May 2003. (a) Observed radar reflectivity. (b) A 23 h forecast from the ARW
WRF model using Dx = 4 km, (c) 23 h forecast using Dx = 2 km, (d) 23 h forecast using Dx = 1 km.
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izations give no indication of the type or severity of convection, and the strong convective line shown in
Fig. 6a would appear only as an elongated region of precipitation in operational forecasts.

While the overall structure is well captured in the forecast, there are some noticeable deficiencies in the
more detailed features in the forecast. Most obvious is that the simulated reflectivity for the 4 km simulation
depicts cells that are significantly larger and stronger than was observed. The 4 km grid also does not allow
resolution of some of the defining characteristics of supercell storms, in particular the low-level mesoscyclone
(storm-scale cyclonic circulation in the storm, see [18,21]) and propagation to the right of the low-level wind-
shear vector (see [18]). Higher resolution does alleviate some of these problems. Fig. 6 also shows results from
simulations using D = 2 km and 1 km grids for this same forecast (M.L. Weisman, personal communication).
The finer grids show convective structure that compares much better to observations than the 4 km forecast as
revealed in the reflectivity. The storms exhibit mesocyclones and also are propagating to the right of the low-
level shear vector in the 2 and 1 km simulations.

The lifetimes of ordinary convective cells are of the order of 30 min, and supercells may persist for a few
hours; hence the convective cells are not deterministically predictable in these 23 h forecasts. From a forecast-
ing perspective, the Dx = 1 km solution does not offer significantly more information than the Dx = 4 km solu-
tion as the location and propagation of the convective line are quite similar in the two forecasts. Furthermore,
recent studies [5] suggest that even higher resolution is needed to resolve individual convective cells and the
large eddies responsible for entrainment in the updrafts. In this regard we consider these gridspacings
(Dx � O(1 km)) to be convection-permitting, as opposed to convection-resolving, resolutions.

We have also been testing the capabilities of the ARW model at NCAR in forecasting Atlantic hurri-
canes. The ARW model has the ability to selectively refine the horizontal grid in rectangular regions.
The use of grid nesting for hurricane forecasting began in the 1970s [16] and predates the more sophisticated
adaptive mesh refinement work (e.g. [7,36]). Fig. 7 shows the observed and forecast radar reflectivity for
Hurricane Katrina as it was making landfall just east of New Orleans [42]. Hurricane Katrina was an extre-
mely strong and devastating hurricane that caused billions of dollars (US$) damage as it made landfall on
29 August 2005. This 62 h ARW forecast was produced using a Dx = 12 km domain within which a
Dx = 4 km refinement automatically tracked the hurricane. The forecast reflectivity captures many signifi-
cant features of the hurricane, including the areal extent of the hurricane, its banded structure, its intensity,
and its notable asymmetries. Consistent with the results from the summer convection experimental forecasts,
the simulated reflectivity for the 4 km hurricane simulation depicts cells that are significantly larger and
stronger than were observed. Operational hurricane forecast models are not run at grid-spacings that allow
the explicit simulation of convective cells – they use convective parameterization. As a result, the opera-
tional forecasts do not resolve much of the banded convective structure and entirely miss the more-isolated
and sometimes severe (tornado producing) convective cells. Preliminary comparisons of the operational
forecasts and the ARW forecasts can be found in [42].

The convective cells and detailed structures in the convective systems shown in these forecasts cannot be
compared directly with the observations at the smaller scales – a convective cell lifetime (and predictability
timescale) is of order an hour while the simulated time is many tens of hours. In these specific examples,
the benefit of explicitly simulating convection is twofold – to gain insight into the character and severity of
the convection, and to better simulate the larger-scale effects of the convection, including the vertical transport
of heat, moisture, and momentum, the projection of these forcings on the larger scale flow, and the surface
precipitation. Whether or not there are objective or subjective benefits of higher resolution, and their relative
value versus the costs, are questions being addressed by current research and lead us to examine a number of
less traditional verification measures.

3.3. NWP test: statistical measures of solution accuracy

Evaluations of high-resolution NWP forecasts have been largely subjective because the newly appearing
small-scale structures (e.g. convective cells) are not deterministically predictable. Traditional verification mea-
sures (such as RMS errors) are not meaningful representations of the value and quality of the smaller-scale
features resolved in these forecasts because phase errors in these features lead to large errors for these scales
in the traditional measures. Accessing the accuracy of model numerics in NWP applications is further com-



Fig. 7. Observed radar reflectivity (left) from the Mobile Alabama radar for Hurricane Katrina making landfall at 14 UTC 29 August
2005. A 62 h ARW reflectivity forecast valid at that time using Dx = 4 km.
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plicated in that model forecast errors are strongly affected by deficiencies in model initial conditions and phys-
ics. We can, however, look at the statistics of the flow and determine whether the statistics related to the small-
scale structures are consistent with observations [1]. This provides an additional perspective on verification
that addresses the realism of scales represented in the model rather than quantitative accuracy, and allow
an assessment of the scale selectivity of dissipation in the model.

Kinetic energy (KE) spectra for the Dx = 4 km spring–summer 2003 ARW experimental forecasts were
examined in [34]. The ARW spectra reproduced the wavenumber dependent transition from k�3 ! k�5=3,
where k is the wavenumber, that was observed and analyzed [27,23]. The ARW results indicated that the char-
acter of the spectra and the transition was largely independent of height in the free troposphere and lower
stratosphere. The ARW spectra also showed a sharp dropoff of energy at the highest wavenumbers, indicating
where the filters in the model are dissipating energy. The sharp drop-off is not physical – the observed spectra
continue to show k�5/3 behavior. Model numerics do not correctly represent the smallest wavelengths (2–6Dx),
and removal of energy at these scales is appropriate and important to prevent aliasing to the well-resolved
longer wavelengths. We discuss the filters and energy dissipation in models in Section 3.4.

Fig. 8 depicts KE spectra for a two-week period from January 2005 taken from a winter forecast experi-
ment (DWFE [4]) using the ARW model with Dx = 5 km covering the continental United States. The KE
spectra are computed using the approach described in [34]. The winter season weather is characterized by
propagating baroclinic waves as opposed to unstable deep convection characteristic of the summer season.
Even with the different weather regimes, the winter-season spectra are similar to the summer season spectra.
Both show the k�3 ! k�5=3 transition at a several hundred kilometer wavelength and a lack of height depen-
dence. There is also a sharp dropoff of energy at wavelength of approximately 7Dx–8Dx consistent with the
summer season forecast-derived spectra [34].

Since the scale depth of the atmosphere is of order 10 km, the spectral transition and the mesoscale spec-
trum correspond to two-dimensional flow. There have been a number of hypotheses proposed to explain the
transition and the mesoscale character of the spectra (see [23] for a summary), but no conclusive evidence has
been presented to confirm any of the candidates. To gain additional insight into the mesoscale spectra, we
have decomposed the spectrum from a recent summer-season forecast into rotational, divergent, and defor-
mational components. This is accomplished by decomposing the horizontal velocity fields into a rotational
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component Vw, a divergent component Vv, and a deformational component Vdef, where V ¼ V w þ V vþ V def .
These velocities are defined as:
V w ¼ k �rw;

V v ¼ rv;

V def ¼ V � V w � V v;

ð25Þ
where
r2w ¼ f; f ¼ k � r � V ;

r2v ¼ D; D ¼ r � V ;
where k is the unit vector normal to the horizontal coordinate surface. Fig. 9 depicts the results of this decom-
position. The energy is dominated by energy in the rotational modes for wavelengths above �400 km, and the
rotational mode spectrum behaves as k�3 in this region. Conversely, the divergent mode energy behaves as
k�5/3 at large scales. For wavelengths less than �400 km, the rotational and divergent spectra both possess
a k�5/3 character and have similar energy. This equal partitioning of the energy is an unexpected result that
may be due to the simple nature of the decomposition (25), but the results clearly indicate that the divergent
component of the energy plays a major role in the spectral transition and the character of the mesoscale spec-
trum. Many large-scale atmospheric models treat horizontally divergent motions as noise and filter them;
those aspects of the formulations are not appropriate for mesoscale simulation if the models are to reproduce
the correct velocity variance, energy and enstrophy cascade, and error growth.

Lindborg [23] computed a number of different structure functions using wind measurements from commer-
cial aircraft. One of particular interest related to the turbulent structures in the flow is the kurtosis:
hðul � ulðrÞÞ4i
hðul � ulðrÞÞ2i2

;
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where r is the distance between the velocities u, and l denotes the velocity component oriented along the line
separating the velocities. Fig. 10 shows the kurtosis computed from observations [23] and from a summer sea-
son ARW forecast. At large scales both asymptote to a value of approximately 3, which indicates that the
velocities have a Gaussian distribution. However, the kurtosis increases dramatically in the mesoscale, indicat-
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ing strong intermittency in the flow. The transition to strong intermittency occurs at similar length-scales as
the spectral transition to k�5/3 behavior. Also, the shortest wavelengths in the simulations are damped by the
model filters, which produces a shallower slope for wavelengths less than �7Dx.

3.4. Turbulence and energy dissipation

As noted in the previous section, the ARW KE spectra exhibit a sharp dropoff of energy at the highest
wavenumbers, indicating energy dissipation by the model filters. The downscale energy and enstrophy cas-
cades present in atmospheric flows will lead to the artificial buildup (and reflection) of energy and enstro-
phy at the gridscale in models if energy and enstrophy sinks are not used. It is also well known that
wavelengths smaller than 6Dx–8Dx are not well resolved by gridpoint models. For example, in most inte-
gration schemes 2Dx waves are stationary and have a group velocity with the wrong sign on an unstag-
gered grid. These small wavelengths are considered as noise in the solutions and need to be filtered
implicitly or explicitly.

For fully three-dimensional turbulence, large eddy simulation (LES) provides for filtering of the small scales
using a turbulence parameterization based on 3D turbulence theory [24]. In the atmosphere, LES modeling is
used with gridspacings of a few hundred meters or less, where the large eddies in the atmosphere are beginning
to be resolved and an inertial subrange appears in the spectra. In the NWP and research simulation results
from the previous sections for summer-season convection, hurricanes and winter forecasts, the turbulence
is not fully three dimensional. There is no theory to guide subgrid filter design for these scales, and the nec-
essary filtering is usually accomplished in an ad hoc manner based on a subjective determination of when the
short waves (noise) have been sufficiently damped while minimally damping the longer waves.

Skamarock [34] advocated using KE spectra to evaluate the damping properties of the filters and found that
the KE spectra tails are quite sensitive to the filter design, resolutions, and to a lesser extent weather regimes.
Because of this sensitivity, the ARW model uses different filters for different grid spacings, and four different
spatial filters are available in the ARW model that can contribute to significant energy dissipation. Parame-
terizations of turbulent mixing in the planetary boundary layer mix only in the vertical, and the theory on
which they are based is valid when the eddies in the boundary layer are not resolved (Dx > O(1) km). This
mixing does not directly damp noise with horizontal structure. The ARW model possesses a traditional 3D
LES subgrid model that solves a prognostic turbulence energy equation [19] that can be used at LES resolu-
tions ðDx 6 Oð100Þ mÞ. The LES subgrid model has often been used with gridspacings of O(1) km, but at these
scales the theory on which it is based is not valid and it should be considered more as a numerical filter that
depends on local wind shear and buoyancy. A second-order horizontal mixing formulation is also available
wherein the mixing coefficient is proportional to the horizontal deformation. While the use of a horizontal-
deformation-based mixing coefficient suggests some ties to turbulence in the flow, there is no theoretical basis
for this formulation and it should also be considered a purely numerical filter. As noted in Section 2.4, the
upwind-biased advection schemes in the ARW solver also provide significant filtering of the small scales.
The effective hyperviscosity coefficient is proportional to the Courant number, hence it is most active at higher
Courant numbers where phase errors are most likely to produce noise. For NWP applications, we have found
that the horizontal mixing provided by the advection scheme using the fifth-order upwind-biased approxima-
tion is sufficient to control small-scale noise for grid spacings of Dx P 10 km. For grid spacings
1 km P Dx < 10 km, we use the horizontal-deformation-based mixing to supplement that from the advection
scheme. Unstable convection is explicitly represented on the grid at these resolutions, and the significant input
of energy at the gridscale requires stronger filtering. This energy input is handled in a deep-convection param-
eterization for grids with Dx P 10 km by removing the convective instability in vertical columns. Further
information on the ARW filters can be found in [33].

The different dissipation mechanisms in the ARW solver are similar in nature to dissipation schemes in
other atmospheric NWP and research models, using a mix of both physically based filters and numerical fil-
ters. Our formulation does not represent a universal scheme – the available filters are selected and tuned for
grid resolutions and flow regimes that, for ARW model applications, span grid spacings Dx from meters to
hundreds of kilometers. We know of no solvers that possess optimal solutions to the filtering problem for
all scales – an optimal formulation at one resolution or regime often produces over or under damping at
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another. Sufficient filtering of the smallest, poorly resolved scales, along with model energetics as represented
in KE spectra, are important measures of filtering robustness and optimality.

4. Summary

The ARW model is the first fully compressible conservative form nonhydrostatic atmospheric model
designed for both research and operational NWP applications. The integration scheme uses time-splitting
to handle meteorologically insignificant acoustic modes. The time-splitting allows for efficient integrations
for the low-Mach-number flows characteristic of atmospheric flows, and the efficiency of the time-splitting
scheme is maintained across a wide range of scales, from synoptic scales where (Dx � O(100) km), to LES
scales where (Dx � meters). The scheme uses a third-order Runge–Kutta scheme to integrate the slow modes
in the Euler equation solver. The spatial discretization uses higher order (fifth) differencing for advection and
second-order centered C-grid differencing elsewhere. The vertical coordinate used in the model is the mass (or
hydrostatic pressure) coordinate proposed by [20]. The irregular lower boundary of the earth is handled by
using the standard terrain-following representation of the mass coordinate.

The mixed order in spatial discretization is justified by the ability of solver to accurately resolve atmo-
spheric structures at resolution limits (�6Dx–8Dx). Gravity current test cases comparing fifth-order advection
solutions with second-order advection solutions show the advantage of using a high order (fifth) spatial
approximation in the advection solver.

Example NWP forecasts for severe storms and hurricanes demonstrate the robustness of the solver where
deep unstable convection is explicitly simulated. Using coarse grid spacings for explicit-convection simulations
(Dx = 4 km), realistic convective structure is evident in the forecasts. One of the primary reasons for using
fully compressible nonhydrostatic solvers in NWP is that they allow explicit representation of structures pre-
viously parameterized (e.g. deep convection). Higher resolution produces better convective system-scale struc-
ture and forecasts of these systems than models using completely parameterized convection, even though the
convective cells are not deterministically predictable in the high-resolution forecasts.

The robustness and efficiency of solvers is critically dependent on the filters for sub-grid-scale turbulence
contained within the solvers. The spectra and kurtosis show the resolution limits of the model and the trun-
cation of the smallest scales on the model grid. These filters may be explicit or implicit within the solver design,
and the ARW formulation uses both – an implicit sixth-order filter built into the fifth-order upwind biased
advection scheme, and various other explicit filters that are used in different applications. Filter design for res-
olutions coarser than LES scales (Dx > 10’s meters) does not have a solid theoretical basis and is necessarily an
important development area.
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